
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/385226178

How should we teach chatbot interaction to students? A pilot study on

perceived affordances and chatbot interaction patterns in an authentic K-12

setting

Conference Paper · October 2024

DOI: 10.18420/delfi2024-ws-22

CITATION

1
READS

11

1 author:

Maria Klar

University of Duisburg-Essen

8 PUBLICATIONS   5 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Maria Klar on 25 October 2024.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/385226178_How_should_we_teach_chatbot_interaction_to_students_A_pilot_study_on_perceived_affordances_and_chatbot_interaction_patterns_in_an_authentic_K-12_setting?enrichId=rgreq-0fa6714b27866a37b172a2193b2ceba5-XXX&enrichSource=Y292ZXJQYWdlOzM4NTIyNjE3ODtBUzoxMTQzMTI4MTI4NjAwNjQ0MEAxNzI5ODQwMjUyMzg2&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/385226178_How_should_we_teach_chatbot_interaction_to_students_A_pilot_study_on_perceived_affordances_and_chatbot_interaction_patterns_in_an_authentic_K-12_setting?enrichId=rgreq-0fa6714b27866a37b172a2193b2ceba5-XXX&enrichSource=Y292ZXJQYWdlOzM4NTIyNjE3ODtBUzoxMTQzMTI4MTI4NjAwNjQ0MEAxNzI5ODQwMjUyMzg2&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-0fa6714b27866a37b172a2193b2ceba5-XXX&enrichSource=Y292ZXJQYWdlOzM4NTIyNjE3ODtBUzoxMTQzMTI4MTI4NjAwNjQ0MEAxNzI5ODQwMjUyMzg2&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Maria-Klar-3?enrichId=rgreq-0fa6714b27866a37b172a2193b2ceba5-XXX&enrichSource=Y292ZXJQYWdlOzM4NTIyNjE3ODtBUzoxMTQzMTI4MTI4NjAwNjQ0MEAxNzI5ODQwMjUyMzg2&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Maria-Klar-3?enrichId=rgreq-0fa6714b27866a37b172a2193b2ceba5-XXX&enrichSource=Y292ZXJQYWdlOzM4NTIyNjE3ODtBUzoxMTQzMTI4MTI4NjAwNjQ0MEAxNzI5ODQwMjUyMzg2&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/University-of-Duisburg-Essen?enrichId=rgreq-0fa6714b27866a37b172a2193b2ceba5-XXX&enrichSource=Y292ZXJQYWdlOzM4NTIyNjE3ODtBUzoxMTQzMTI4MTI4NjAwNjQ0MEAxNzI5ODQwMjUyMzg2&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Maria-Klar-3?enrichId=rgreq-0fa6714b27866a37b172a2193b2ceba5-XXX&enrichSource=Y292ZXJQYWdlOzM4NTIyNjE3ODtBUzoxMTQzMTI4MTI4NjAwNjQ0MEAxNzI5ODQwMjUyMzg2&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Maria-Klar-3?enrichId=rgreq-0fa6714b27866a37b172a2193b2ceba5-XXX&enrichSource=Y292ZXJQYWdlOzM4NTIyNjE3ODtBUzoxMTQzMTI4MTI4NjAwNjQ0MEAxNzI5ODQwMjUyMzg2&el=1_x_10&_esc=publicationCoverPdf


How should we teach chatbot interaction to students?

A pilot study on perceived affordances and chatbot interaction patterns in an
authentic K-12 setting

Maria Klar 1

Abstract: Understanding how to use generative AI can greatly benefit the learning process. Despite
available concepts for teaching “how to prompt”, little empirical evidence exists on students’ current
micro-level chatbot use that would justify a need for instruction on how to prompt. This pilot study
investigates students’ chatbot use in an authentic setting. Findings reveal general interaction patterns,
including a notable lack of conversational patterns, indicating an underutilization of this central
chatbot capability. However, despite having no formal instruction, some students discovered specific
chatbot affordances. While basic prompting skills are displayed or acquired during exploration, explicit
training on effective chatbot interaction could enhance skillful chatbot use. This training should
integrate cognitive and metacognitive strategies as well as technological knowledge, helping students
leverage the technology’s full potential.

Keywords: Learning, Chatbots, Interaction Patterns, Chatbot Affordances, Prompting Instruction

1 Introduction

Understanding how generative AI works and knowing how to use it are equally important
[Br16; LM20; Sc23]. Students themselves express a desire to learn effective AI use for
educational purposes. In a recent survey, nearly half of the respondents ranked learning
how to use AI as their most important objective concerning AI education [Vo24]. Although
existing concepts for teaching prompt strategies are available [Th23], there is little empirical
evidence available on learners’ current use of chatbots at the micro level. This challenge is
compounded by the numerous scenarios in which chatbots based on large language models
(LLMs) can be utilized. These chatbots offer many indirect affordances — functionalities
perceived by users but not intentionally designed [ADS17]. For instance, although ChatGPT
was not specifically designed to be a Socratic tutor, it can function as one [Al23].

This versatility likely drives students’ need for guidance on when and how to use chatbots
for learning. Given the emerging nature of empirical studies on learners’ authentic chatbot
usage, it is crucial to investigate how to provide effective instruction on chatbot interaction
that truly meets their needs.
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2 Related Work

Due to the recent publication of LLM-based chatbots, emerging research tends to be
rather general [WPL24]. There are few studies examining how students use ChatGPT in
authentic, detailed settings. Existing surveys indicate that students primarily use these
chatbots for searching for information and clarifying concepts, less often for feedback and
exam preparation [vM23; Vo24].

In contrast to the larger proportion of students who wish for guidance on effective use for
learning [Vo24], there are also studies showing that university students perceive chatbots as
easy to use [Ng24; Ro23a]. As the chatbot interface generally does not require technical skill
to use, this perceived ease of use is understandable. In contrast to search engines, chatbots do
not require abstracting search terms or selecting from numerous results [KKM24]. However,
chatbots provide more than just answers to questions in natural language. In educational
contexts, for example, they can provide individual feedback and more personalized instruction
[Ka23], and they allow for deeper processing of learning material [Ro23b]. When students,
therefore, see chatbots as easy to use, they might underestimate chatbots’ affordances and
overestimate their abilities to fully use them [SD18]. Additionally, they might perceive
chatbots as an “easy” medium overall, overlooking functionalities that require a certain
level of mental effort [Sa84].

To leverage a broader range of chatbot affordances, learners need to be aware of these
functionalities and capable of using them effectively. This requires self-regulation and
metacognitive skills [Ab24]. Learners must recognize their information needs, take appro-
priate actions, and evaluate their learning activities. However, self-regulated learning and
the use of metacognition that it requires often pose a challenge for learners [Az12; Bo05]. It
is not guaranteed that learners will engage in effective learning activities, even when they
are generally aware of learning strategies.

Therefore, while the basic functionalities of chatbots probably can be explored by students
without much instruction, it is unclear whether students can engage effectively in the
more complex interactions that chatbots afford. This study aims to examine the perceived
affordances and actual interaction patterns of students using chatbots in an authentic setting.

3 Method

This pilot study involved eight students, aged 15 to 18 in a 10th-grade class at a comprehensive
school in Germany. Seven of them were male and one was genderqueer. The class teacher
described the group as having diverse academic skills. The study took place in project-
oriented learning in an umbrella subject that covers history, politics, geography, and ethics.
In that project, the students were tasked with self-directed research on a self-selected topic.
The study was conducted at the end of the school year, in July 2023. The data collection took
place at the beginning of the project so that the students had decided on their self-selected



topic or were in the process of deciding on it. In the lesson, the students received the
task from the teacher to conduct exploratory research on their topic in order to collect
information and find or refine a research question that would guide their research during the
project. Thus, the whole project and the lesson that was observed in this study were an open
learning setting that required significant self-regulation by the students. The topics ranged
from Martin Luther King to McDonalds and modern colonialism in Africa. Previously, the
students had received no instruction on using the chatbot for exploratory search. A chatbot
like ChatGPT had been used in a previous German lesson on how to write an argumentative
text.

Data were collected in two ways: 1) Screen recordings were taken during the lesson where
students were encouraged to use a chatbot as a research tool. 2) Students were interviewed
in pairs about their perceived affordances and other related questions in semi-structured
interviews.

Before or during the exploratory search session, the students did not receive any instruction
on using the chatbot, neither in general terms nor specifically for the task at hand. The
students had access to a GDPR-compliant version of ChatGPT-3.5. The lesson lasted about
50 minutes and students were allowed to use web search, any other tools of their choice,
and to take notes during their research phase. The semi-structured interviews, lasting 12 to
25 minutes, were conducted after students had at least 30 minutes of research time with the
chatbot. They included questions such as: “For what can you use AI chatbots like the one
you just tried in learning scenarios?”, “What can you not use it for in these scenarios?”,
and “How often do you use tools like ChatGPT for school purposes? What for? Why?”

Both types of data, the screen recordings and the interview transcripts, were coded inductively,
and a selection of the main categories and frequencies are reported in the following section.

4 Results

In this authentic setting, the eight students showed varying levels of engagement with the
task overall, and thus varying levels of engagement with the chatbot. While one student
was highly engaged (74 codes), switching back and forth between chatbot, web search and
note-taking, one student barely engaged with the task and chatbot (6 codes).

Tab. 1 shows a selection of the main categories. Notably, only one follow-up question
was posed and there are relatively few instances of clarification requests, both essential
affordances of chatbots compared to search engines. Instances of web search are also
relatively few, indicating little integration of web search with chatbot interaction.

While these frequencies of interactions provide an overview of general chatbot interactions,
a case-by-case analysis shows how differently the students used the chatbots within this
session. One student (S) posed only nine queries, but five of them were adaptation prompts
(e.g., “Tell me everything important about Martin Luther King,” “Summarize in bullet



Category with example Freq. overall No. of students

Question (“What was the battle of the Teutoburg Forest?”) 44 6
Meta-Question (“What could I ask about the topic?”) 15 4
Off-Topic (“What is my name?”) 14 4
Adaptation Prompt (“Make it easier”, “Give me an overview?”) 12 5
Web search (“modern colonialism in Africa”) 12 5
single word/concept (“about Yakuza”) 7 3
Clarify a concept (“What are ’allies’?”) 4 4
Follow-up question (“How does such a dependence develop?”) 1 1

Tab. 1: Selection of main categories with frequencies

points”). Another student (L) had the chatbot create a profile about Pablo Escobar and
engaged in in-depth reading of this single chatbot answer. R was the only one to engage in
some back-and-forth conversation with several related questions and a follow-up question.
One student (F) primarily used meta-questions to find a good research question, asking for a

“simple” then a “short” and then a “good” guiding question. They repeatedly used similar
prompts, perhaps because they were dissatisfied with the results but they were unable to
reformulate their query more specifically. Another student (B) was the only student who
interleaved web search and chatbot prompts, also using adaptation prompts. A student (P)
spent the lesson in search of a topic and asked very specific, unrelated questions, such as
“Where is the Nazi Gold?” but also very general meta-questions such as “What is a good
topic for two people?”.

So, in addition to the general patterns of additive, sometimes unrelated questions without
back-and-forth conversation, the individual cases showed a variety of specific chatbot
interactions as well as workflows between note-taking, chatbots, and search engines.

In the interviews, the students were asked about the chatbots’ affordances and limits in
learning settings. Several students mentioned core affordances of generative AI chatbots:
generating text, generating answers to questions, and engaging in a conversation. They were
aware that the chatbot can create all kinds of texts: from poems (L, P), bullet points (G), and
summaries (B), to scripts for video games (L). The chatbot could answer questions “like a
teacher” (L) or answer those questions for which a Google search yields no answer (B, F).
Apart from these general affordances, they named quite specific ways to use chatbots for the
task at hand, i.e., exploratory search. S suggested several ways the chatbot can support here:

“So, you can use it as a topic support, so, to find new topics, or see the topic, so to speak, in
all directions and thereby you have more possibilities to decide for a direction of the topic.”

These relatively specific affordances indicate that the students might be able to discern the
chatbot’s functionalities for a specific context, while more general affordances in contexts
of learning or studying are not mentioned yet. For example, receiving support while solving



tasks, receiving feedback and error correction, summarizing, or simplifying texts, and
receiving an alternative explanation are not mentioned or mentioned just once.

When asked what chatbots can not be used for in contexts of studying, there is less variety in
the answers and several students referred to the same limits: the chatbot cannot give “hard
facts” (R), especially not on current events, and it does not have an opinion or emotions.
These limits are not directly related to learning or studying but are of a general nature.
Only S made several points about how the AI cannot teach competencies like asking good
questions, it cannot give feedback where knowledge about the student is necessary and it
does not actively give process-based feedback.

When asked about their use of AI chatbots for school purposes, only three students stated
they had already used it, which might, of course, be due to social desirability, as chatbots
are often not permitted by teachers. Several students doubted the usefulness of chatbots for
learning, saying they prefer the “good old Google Search” (P), or that working with AI
almost “feels like managing a second person” (S).

5 Discussion

This pilot study took place in an authentic setting where students, at the beginning of a
project in social sciences, chose topics of interest and conducted exploratory searches.
Screen recordings of one lesson and semi-structured pair-wise interviews were used to
investigate students’ use of chatbots during these activities.

General interaction patterns emerged. Only few students used conversational elements;
instead, their questions were additive, with minimal follow-up or clarification questions.
The chatbot affordance of back-and-forth conversation was underutilized. Also, students did
not treat chatbots like search engines; almost all queries were fully formed questions rather
than search terms, indicating that an (ineffective) transfer from search engine strategies did
not occur [KKM24]. Within these general patterns, however, there was substantial variety
in chatbot interactions. For example, some students used adapting prompts such as “Give
an overview” or “Make it easier,” indicating independent learning about these chatbot’s
capabilities without prior instruction.

That students are able to identify such task-specific affordances is mirrored in the interviews.
More task-general affordances of chatbots in learning settings are not yet mentioned by
the students. The fact that several students preferred “traditional methods” over chatbots
might be due to a lack of skills. For instance, students expressed dislike for lengthy chatbot
responses but did not ask for shorter ones. Also, misconceptions were present, such as the
belief that chatbots “search in databases.” This suggests that exposure to a range of tasks
with chatbot support, accompanied by instruction and reflection, is necessary to learn about
chatbot capabilities and limits.



Importantly, chatbot prompting skills should be instructed in combination with cognitive
and metacognitive learning strategies [Ab24]. For example, asking the chatbot for easier or
shorter answers requires learners to recognize when the content is too demanding. Moreover,
knowledge of how to construct elaborate prompts alone is less effective if learners do not
know what next step would make the most sense in their learning process. Such integrated
instruction could combine prompting tips with monitoring skills [MZD17] and generative
learning activities to deepen information processing [FM16]: Students could explain their
understanding to the chatbot and request feedback, enhancing their learning through active
engagement. However, students often revert to simple learning strategies despite being
aware of more effective ones [CN07]. Instruction therefore needs to point out the benefits of
these strategies, so that learners are willing to exert the mental effort needed to perform
them [Fe19].

Integrated instruction should also include aspects of how generative AI works [Ca23; Eh23].
For instance, students in this pilot study worked on formulating good research questions
for their exploratory search. While they knew the criteria for a good question, they did not
specify these in their chatbot queries. Knowing that the AI’s training data might contain
varying notions of a “good question” could have helped them enhance their queries with
more context and detail. Furthermore, knowing that generative AI, at least in the chatbot used
in this study, did not “search in databases” and that hallucinations might occur especially
for content with limited information in the training data, they might have used web search,
rather than the chatbot, for very specific questions. Pointing out the differences between
traditional web search and LLM-generated content is crucial [KKM24] and instruction
should include strategies to efficiently fact-check chatbot responses or focus on chatbot
queries that are less prone to hallucinations like summaries or feedback.

Taking the context of this pilot study as an example, effective instruction would 1) explain
technological differences between web search and LLM-chatbots, 2) suggest metacognitive
and self-regulation strategies for exploratory search with chatbots, and point out their
benefits, such as using the chatbot as a sparring partner for ideation, clarifying concepts
in simple language, or asking for feedback, 3) combine this with general prompting tips,
e.g., on adaptation prompts and providing enough context, 4) point out chatbot limits like
hallucinations and respective strategies, 5) iteratively engage in reflection during the learning
process, e.g., by collecting and discussing samples of chatbot interactions the students felt
were helpful or unhelpful.

In summary, this pilot study showed that students displayed both general and diverse
interaction patterns and an awareness of chatbot affordances without prior instruction.
Allowing students to explore task-specific uses and combining prompting guidance with
instruction on cognitive and metacognitive strategies as well as technological knowledge
can help them fully leverage the chatbot’s potential.
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